MHCcTpyKUMA Nno ycTaHOBKe 3K3eMnssipa NnporpaMmMHOro oéecnevyeHus
«[Monka»



1. BBegeHue

HacTtosilas WHCTpyKuMsi onucbiBaeT obwue TpeboBaHMA W PeKOMeHAYeMbIA MNOPSAOK
yCcTaHOBKM nnatdgopmbl «llonka». B oTnuume OT TMNOBBLIX CUCTEM YNpaBrneHus canTamu,
«lMonka» — 310 HAabop CepBUCOB, OPUEHTUPOBAHHLIX HA XpaHeHne, 06paboTKy N AOCTaBKY
unpoBoro KoHTeHTa. [JOKyMEHT HOCUT 0G30pHbIA XapakTep U akUeHTUpyeT BHMMaHue Ha
0COBEHHOCTSAX, KOTopble oTNMYatoT «[onKy» OT APYrMX peLueHui.

2. O6wan apxuTeKTypa u TeXHONMOrM4eCKnn cTek

MO «[Monka» ncnonb3yeT creayrLwmnin TEXHONOMMYECKUIA CTEK:

JavaScript, HTML, CSS;

React (knneHTCkmMe nHTEpdEenchl);

Node.js (cepBepHble NPUNOXKEHUSN);

GraphQL (API BzaunmogencTsus);

Docker (koHTenHepu3auus);

Docker Compose n/unun Kubernetes (opkectpauuns);

MongoDB (ocHoBHOE XxpaHunuule gaHHbIX);

Redis (kawmnpoBaHue 1 BpeMeHHbIE AaHHbIE);

Elasticsearch (novckoBble 1 aHanuTnyeckune oyHKUUN);
S3-coBMecTMMOe 06beKTHOE XpaHunuie (Megmadansbl U LMPOBON KOHTEHT);
Apache Kafka (aCMHXPOHHBIN 06MEH COOBLLIEHNAMN N COBLITUAMM);
Nginx (BxogHon Tpaduk, MapLupyTusauus n 6anaHcMpoBKa Harpyskm).

Bce npuknagHble KOMMNOHEHTbI (38 MCKNIoYeHneM 6a3 gaHHbIX U I/IHq)paCprKTyprIX
CepBI/ICOB) NocTaBNATCA B BUAE NOTOBbLIX Docker-o6pa308.

3. NMpepoctaBneHne AeMOHCTPaALMOHHOIO AocTtyna ans
ayauta cuctembl

[nsa npegBapuTeNbHOrO 3HAKOMCTBA C CUCTEMOW pa3paboTynk NpeaocTaBnseT 4eMo-Bepcum
Ha pJgomeHe polkasoft.ru. [Joctyn opraHusoBaH Mo Mogenn SaaS KU MakcMmaribHO
NPUONMXKXEH K MPOMBILMIEHHOMY pexuMy. B OemMo MOXHO 3aperncrpupoBaTtbCs, c034aTb
TECTOBY BUTPUHY, 3arpy3nTb NPOOHLIN KOHTEHT U U3Yy4nTb OU3HEC-NPOLIECCHI.

B paMKax AEMOHCTPAUMOHHOIo A0CTyna 3anHTepeCcoBaHHbIe nnua MOryT:

CaMOCTOATENbHO NEPENTU Ha YKa3aHHbIN JOMEH;

03HAKOMMUTLCS C NONb30BaTENLCKUMUN MHTEPdENCAMN CUCTEMBI;

N3y4nTb NPUHLMUNBLI PaboTbl OHNAWH-BUTPUH, NINYHBLIX KAOMHETOB M OCHOBHbIX
Oun3Hec-NpoLEeccos.;



® OUEHUTb JIOTUKY B3aUMOAENCTBMNSA KOMMOHEHTOB CUCTEMbI C TOYKM 3peHnd
nonb30oBaTeNIbCKOro 1 NpuMKnagHoro ypoBHA.

[eMOHCTpaUMOHHbIN  AOCTYN MOXET MCMoNb3oBaTbCA, B TOM 4ucre, AN NpoBedeHus
npegBapuTenbHOro YHKLUMOHANbHOMO Y OPraHM3auMOHHOIO ayauMTa CUCTEMBbI, a Takke Ans
oueHkn cootBetcTBUS MO «[lonka» TpeboBaHUAM 3akasyvka A0 Hayana yCTaHOBKM B €ro
IT-KoHTYpeE.

[ocTtyn kK gemo-Bepcun:
https://polkasoft.ru/partner

JloruH: review@polkasoft.ru
Maponb: 1966

4. CocTaB nocrtaBnsaeMbix KomnoHeHToB 10

B pamkax yctaHoBkm MO «[lMonka» ncnonb3yoTcs cregyowme KOHTEMHEPU30BaHHbIE
KOMMOHEHTBHI:

® app — OCHOBHOW CepBepHbIN KOMMNOHEHT (backend), peanuaytowunin 6GusHec-nornky
cuctembl 1 GraphQL AP,

e site — moaynb oTo6paxeHns BUTPUH 1 NONb30BATENBCKUX MHTEPdENCOB ANs
KOHEYHbIX NoKynaTenewu;

e partner — nNpunoxeHne agMUHUCTPATMBHOIO U NapTHEPCKOro kabuHeTa

(back-office), npegHaszHavyeHHOe ANs ynpasneHns KOHTEHTOM, TOBapamu, 3akasamu u

OTYETHOCTbIO;

batcher — koMnNoHeHT nakeTHOM 06paboTKM CTaTUCTUYECKUX U CEPBUCHBIX AaHHbIX;

bulk-indexer — cepBuc MaccoBon nHagekcaumm gaHHblx B Elasticsearch;

advertising — cepBuc no TapreTnpoBaHuio 1 Bblgade 6aHHEPHON U BUAEO-PEKIAMBI;

transcoder — cuctema koHBEpTaLMM M NOATOTOBKN Meanadannos;

conductor — cuctema ynpasneHns oHOBLIMU 3aa4amu;

playlist — reHepaTop NnennncToB 4Nsi BOCNPOM3BEAEHUSA BUAEO-KOHTEHTA;

sign-url — cepBuC reHepaLmmn 3alLMLLEHHBIX BPEMEHHbIX CCbIFNIOK AN pa3aayn

dannos 13 S3-COBMECTMMOrO XpaHWUnuLla;

tusd — cepBuc 3arpysku annos;

nginx — cepBuC reHepaunmn koHdurypauun n coopkm Nginx, obecneuymeatoLni

pacnpegenenne BxogsLlero Tpaduka Mmexay KOMnoHeHTamMn CUCTEMBI.

MHudpactpykTypHble cepBuckl (MongoDB, Redis, Elasticsearch, Kafka, S3 Storage)
yCTaHaBMNMBaKTCS M COMPOBOXAAKTCA OTAENBbHO, B COOTBETCTBUM C TpeboBaHMSAMM
3aKasuuka.

5. MNoaroToBKa K ycTaHOBKe


https://polkasoft.ru/partner

MNepen paseepTbiBaHMeEM «[TonkuM» B MHpACTPYKType 3akasynka Heobxoammo:

BbiGpaTb cnocob opkecTpauuun. [Ans nMnoTHbIX yCTaHOBOK goctatodHo Docker Compose;
ONs1 BbICOKOHArpy>XeHHbIX pelleHnin pekomeHayetcs knactep Kubernetes.

Pa3BepHyTb MH(pacTpyKkTypHble cepBucbl. Hactponts MongoDB, Redis, Elasticsearch,
Apache Kafka n S3-coBmectnmoe xpaHunuuie. PekomeHayeTcs BblAeNnTb OTAENbHbIE Y3rbl
nog 6a3bl AaHHbIX 1 GpoKep coobLEHNN.

Ob6ecneuntb ceTteBoe B3aumopgeucTBume. Bce KoHTenHepbl nnatqopMbl  AOMMKHbI
HaxoguTbCA B OOHOW 3alUMLLeHHOW ceTu. BHelwHurn JocTyn K KOMMOHEHTaMm paspeLuéH
TOonbKo Yepes Nginx.

MoprotoBUTL AOMEHHble WMeHa W cepTtudmkatbl. [Ina  KoppekTHoW paboTbl
nonb3oBaTenbCkMx KabuHeToB U BUTPUH TpebyeTca HacTpouTb DNS-umeHa n BbINyCTUTb
TLS-cepTudumkatsl.

6. lNopsaaoK ycTaHOBKM

Mony4yeHne KOHTENHEPHbIX 06pa3oB. Pa3paboTumk NnpenocTaBnaeT OCTYN K NpMBaTHOMY
Docker-peecTtpy, oTKyaa 3arpy>aroTcs akTyarnbHble BEpPCUN CEPBUCOB.

Hactponka koHcpurypauun. [ns kaxgoro cepsuca TpeOyeTcsi ykasaTb MapaMeTpbl
aoctyna Kk 6asam faHHblX, 6pokepy COOBLUEHMI, XpaHUANLLY U ONpeaennTb NepeMeHHble
OKpYXeHusi (CeKkpeTbl, agpeca BHYTPEHHUX CEPBUCOB, NIMMUTLI PECYPCOB).

3anyck nHéppacTpyKkTypHbIX cepBucoB. CHayana 3anyckatotcs MongoDB, Redis, Kafka,
Elasticsearch, S3-xpaHunuiue.

Pa3sBépTbiBaHMe MUKpocepBMCOB. 3aTteM Nnoo4vyepénHo 3anyckatTcs core-api, storefront,
partner-portal n gpyrne kKOMnoHeHTbl. [locne 3anycka cepBMCOB NPOBEPSIETCA UX 340POBLE U
KOPPEKTHOCTb NOAKMYEHMS K MHADPACTPYKTYPHbLIM CEpPBUCAM.

Hactponka 6anaHcupoBwMKa. Nginx KOHUrypupyetrcs Kak eguHasi Todka Bxoga. B
KOHpurypauumn sagatotca mapipytbl gnsg AP, BUTPUH N aAMUHUCTPATUMBHOMO MHTepdenca,
a Takke SSL-TepmMuHaums.

MpoBepka n TectupoBaHue. lNocne 3anycka Heobxoammo y6eanTbcst B JOCTYNHOCTM BCEX
NHTEPdENCOB, KOPPEKTHOCTN 06PabOTKM NNaTexen (B TECTOBOM pexume) n pabote
MOTOKOBOW AOCTaBKN KOHTEHTa

7. TpeboBaHuA K MHchopMaLMOHHON OE30NaCHOCTHU

Mockonbky «lMonka» paboTaeT € nMAATEXHbIMA  OaHHBIMM W UHTENNEeKTyanbHOn
COBCTBEHHOCTLIO, 0CO60€e BHUMaHue yaensercs MHpopmaunoHHOM 6e30nacHOCTH:

WndpoBaHue kaHanoB. Becb Tpaduk wMexagy KOMMOHEHTaMu [OfKeH WATU Mo
3awmweHHbiM npotokonam (TLS). OJoctyn k API ocywecTBnsieTcs Tonbko Yepes Nginx.
YnpaBneHue cekpetamu. [Maponu, Knoum 1 TOKEHbI XPaHATCS BO BCTPOEHHbLIX XpaHunumLiax
(Kubernetes Secrets, HashiCorp Vault) n He BXogAaT B OTKPbITble KOHQUrypauUOHHbIE
dannsbl.



PoneBas wmopgenb poctyna. [ocTtyn K  agMWHUCTPaATUBHBIM  UHTepdencam
NpenocTaBnseTca Ha OCHOBe porien. ABTopu3aumsa 1 ayTeHTUdUKALUS BbIMOMHAKTCA Yepes
mMexaHmam OAuth2 nnm BHyTpeHHME CepBUCHI naeHTUdnKauuu.

PasrpaHnyeHue npaB. basbl gaHHbIX M odepegb COOGLLUEHUI AOMKHbI ObITb AOCTYMHbI
TONMbKO TEM CepBUCAM, KOTOPbLIM 3TO HEOOXOANMO.

BesonacHOCTb ABNAETCS KPUTUYECKN BaxHbIM acnektoM npu yctaHoBke 1O «[lonka» B
IT-KOHTYpe 3aKkas4uka.

8. 3aknwuuTenbHbIe NONOXeHUsA

MHCTpyKUMA onucebiBaeT TMNOBOW cLeHapui ycTaHoBkuM nnatdopmbl «lMonkay. [eTanbHasa
KOHurypaums (KONMYeCTBO pPEnsiMK, Pecypecbl, CeTeBble MOMUTUKK) onpeaensieTca
COBMECTHO C TEXHUYECKMMM creumannuctaMmm 3akasdmka WCXOo4s M3 npegnosfiaraembixX
Harpy3ok. CobrniogeHve U3NoXeHHbIX pekoMeHdaumn obecneunBaeT 6GesonacHylw U
yCTOMNYMBYLO paboTy CUCTEMBI.
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